
Segment Anything Is Not Always Perfect:  An Investigation of SAM on Different Real-world Applications [1]

Motivation: How does SAM perform in various real-world applications, e.g., industry and healthcare?
ss

• We conduct a series of intriguing investigations into the performance of SAM across various applications,
particularly in the field of industrial defect segmentation and its three closely-related segmentation tasks in
natural images, including concealed object detection, dichotomous image segmentation, and shadow
detection. The concealed, fine-grained, and non-salient characteristics of these tasks offer valuable insights
for the development and refinement of industrial segmentation.

• We further analyze and discuss the advantages and limitations of SAM in these applications.

• Based on these studies, we have made some observations and insights toward promoting the
development of segmentation models in industrial inspection.

Figure 1. Illustration of segment anything model [2]. Meta AI approaches the vision foundation model for segmentation by
introducing three interconnected components: a promptable segmentation task, a segmentation model (SAM) that powers data
annotation and enables zero-shot transfer to a range of tasks via prompt engineering, and a data engine for collecting SA-1B, the
dataset of over 1 billion masks.

Wei Ji1, Jingjing Li1, Qi Bi2, Tingwei Liu3, Wenbo Li4, Li Cheng1
1University of Alberta   2Wuhan University   3Dalian University of Technology   4Samsung Research America

Background

[1] Wei Ji, Jingjing Li, Qi Bi, Tingwei Liu, Wenbo Li, and Li Cheng. "Segment anything is not always perfect: An investigation of sam on different real-world applications."
arXiv preprint arXiv:2304.05750 (2023).
[2] Alexander Kirillov, Eric Mintun, Nikhila Ravi, Hanzi Mao, Chloe Rolland, Laura Gustafson, Tete Xiao et al. "Segment anything." arXiv preprint arXiv:2304.02643 (2023).

Motivation

Investigation

Metal Nut Defect Detection Road Crack Detection Wood Scratch Detection Transistor Defect Detection

Screw Defect Detection Capsule Defect Detection Pill Defect Detection Tile Defect Detection

(c)

(d)

RGB Image Ground Truth SAM1 SAM2 SAM3

(a)

(b)

Figure 2. Results of Segment Anything Model (SAM) on various industrial applications, where we adopt Everything mode to
obtain SAM segmentations (right). The ground truth is masked with image for reference purpose (left).

Table 1. Quantitative results of SAM on applications of (a) industrial defect detection, (b) concealed object detection, (c)
dichotomous image segmentation, and (d) shadow detection. “Everything” mode is used here. M represents mean absolute error
(the lower the better). ∆ shows the performance gaps between SAMs and the best performing state-of-the-art models.

Figure 3. Qualitative results of SAM on applications of (a)
industrial defect detection, (b) concealed object detection, (c)
dichotomous image segmentation, and (d) shadow detection.
SAM1/2/3 mean using Click, Box, and Everything modes respectively.

Outlook: We provide an outlook on future development of segmentation models in industrial inspection.
Several promising potential directions are as follows:
ss

• Industry-focused SAM & dedicated large-scale dataset.

• Pretraining strategy (tailored for industrial segmentation).

• Multi-modal SAM (e.g., depth or thermal)

• Semi-supervised application (e.g., weak scribble)

Outlook and Opportunity

ss

Discussion: We discuss the advantages and
limitations of SAM in practice.
• Excellent generalization on common scenes.

• Require strong prior knowledge.

• Less effective in low-contrast applications.

• Limited understanding of professional data.

• Smaller and fine-grained objects can pose
challenges for SAM.

Discussion
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(a) Results on CDS2K [5].
Model Backbone M#

SINetV222 [3] Res2Net50 0.102
HitNet23 [7] PVTv2-B2 0.118

CamF-P23 [20] PVTv2-B4 0.100
DGNet23 [9] EffiNet-B4 0.089

SAM23

ViT-B 0.372
�diff +28.3%
ViT-L 0.281
�diff +19.2%
ViT-H 0.265
�diff +17.6%

(b) Results on COD10K [4].
Model Backbone M#

PreyNet22 [23] ResNet50 0.034
SegMaR22 [10] ResNet50 0.034
PFNet+23 [14] ResNet50 0.037

ZoomNet22 [15] ResNet50 0.029

SAM23

ViT-B 0.108
�diff +7.9%
ViT-L 0.065
�diff +3.6%
ViT-H 0.054
�diff +2.5%

(c) Results on DIS-TE4 [16].
Model Backbone M#

Gate20 [24] ResNet50 0.109
PFNet21 [13] ResNet50 0.107
IS-Net22 [16] U2Net 0.072

SAM23

ViT-B 0.179
�diff +10.7%
ViT-L 0.166
�diff +9.4%
ViT-H 0.166
�diff +9.4%

(d) Results on SBU [18].
Model Backbone M#

DSC18 [8] VGG-16 0.032
DSDNet19 [25] ResNext 0.036
MTMT20 [2] ResNext 0.029

SAM23

ViT-B 0.203
�diff +17.4%
ViT-L 0.187
�diff +15.8%
ViT-H 0.183
�diff +15.4%

Table 1. Quantitative results of SAM on applications of (a) industrial defect detection, (b) concealed object detection, (c) dichotomous
image segmentation, and (d) shadow detection. “Everything” mode is used here. M represents mean absolute error (the lower the better).
� shows the performance gaps between SAMs and the best performing state-of-the-art models.

used mean absolute error (M). A lower M score indicates
better model performance.

2.2. Qualitative Results

Fig. 1 & 2 present the qualitative results of SAM for var-
ious scenarios. In Fig. 1, we can observe SAM has powerful
recognition ability in most common industrial scenes, espe-
cially when the interested object differs prominently from
its background. In Fig. 2 (a), SAM is employed to detect
subpar quality products in the industrial textiles. We ob-
serve that when given appropriate human prompts, SAM1

yields satisfactory results while SAM3 in the everything
mode fails to provide a meaningful response. These re-
sults suggest that incorporating human expertise is crucial
for effective AI model applications in real-world industrial
settings. Fig. 2 (b) presents a challenge for SAM as it is
tasked with identifying objects that are ”seamlessly” em-
bedded in their surroundings. In this case, SAM often strug-
gles to detect the entire object. Even with increased human
interactions (i.e., SAM1), many false positives persist in the
model’s output. As depicted in Fig. 2 (c), SAM faces diffi-
culties when confronted with rich-detailed targets. It proves
less effective at capturing the finer nuances of such objects.
Finally, in Fig. 2 (d), we examine SAM’s ability to detect
shadows in a scene, which is particularly challenging for
generic segmentation methods. As the shadows of inter-
est are often difficult to be distinguished from surrounding
environment, it is not surprising that SAM fails to detect
shadows in such scene.

2.3. Quantitative Results

We report the quantitative results in Table 1. To obtain
SAM’s results, we first implement SAM2 to infer N poten-
tial object masks within an input image. Given these masks,
we choose the most suitable mask based on its alignment
with the ground truth. Specifically, for N binary predic-
tions {Pn}Nn=1, and the ground-truth G for an input image,

2https://github.com/facebookresearch/segment-
anything

we compute intersection over union (IoU) scores for each
prediction and ground-truth pair, generating a set of candi-
date scores {IoUn}Nn=1. The mask with the highest IoU is
ultimately selected. The numerical findings presented in Ta-
ble 1 demonstrate a considerable performance gap between
SAM and the top-performing model across four tasks. For
instance, SAM with ViT-H attains a 0.265 MAE score,
which is 17.6% worse than the state-of-the-art DGNet [9]
in industrial defect segmentation scenarios. These results
suggest that there is significant room for further research
and enhancement of SAM’s performance.

3. Discussion and Outlook

Here we discuss several promising potential directions
for future research. i) Industry-focused SAM: Although
SAM achieves superior performance in natural image seg-
mentation, its performance in complex industrial applica-
tions remains subpar. The dedicated large-scale dataset and
foundational model can be explored to improve scalability
across a broader range of applications. ii) Pretraining strat-
egy: SAM’s impressive success can be partially attributed
to the massive segmentation dataset, SA-1B, which is bet-
ter suited for pixel-wise prediction tasks compared to Ima-
geNet. As such, SAM could serve as a novel pretraining
model, with SA-1B functioning as a comprehensive pre-
training dataset for industrial applications. For instance,
employing effective metric learning on SA-1B could bolster
the representation capabilities of features, allowing them
to adapt to diverse tasks. iii) Multi-modal SAM: SAM is
less powerful for challenging scenarios such as low-contrast
scenes. It is thus necessary to introduce complementary
sources (e.g., depth map), which can effectively enhance the
robustness of models in vision-based inspection. iv) Semi-
supervised application: The SAM has demonstrated ex-
ceptional performance and versatility, making it a promis-
ing tool for various related tasks. Researchers can further
leverage SAM to empower semi-supervised segmentation
tasks, using the model in combination with suitable point
prompts, bounding box prompts, or scribble prompts to gen-
erate pseudo-labels.
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